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L1-minimization

Sparsity of solutions. For fixed final time t f , consider

q̈(t) =−∇V (q(t))+u(t), |u(t)| ≤ 1,∫ t f

0
|u(t)|dt → min,

where q and u are valued in Rm and

|u| := |u|2 =
√

u2
1 + · · ·+u2

m .

Pontrjagin maximum principle indicates the possibility of zero control (”coast”) arcs
as

H(q,v = q̇,u, pq, pv) = p0|u|+ pqv+ pv(−∇V (q)+u)≤ pqv− pv∇V (q)+ |u|(|pv|+ p0).

Singular arcs. In constrat with finite dimensional optimization, there may also
exist singular arcs along which |u| ∈ (0,1).



L1-minimization

Variable mass mechanical systems. Consider

q̈(t) =−∇V (q(t))+
u(t)
M(t)

, |u(t)| ≤ 1,

Ṁ(t) =−|u(t)|.

Minimization of consumption. Given boundary conditions and fixed t f , equiva-
lence of Lagrange

‖u‖1 :=
∫ t f

0

√
u2

1(t)+ · · ·+u2
m(t)dt → min

and Mayer optimal control problems:

M(t f )→ max .



L1-minimization

Controllability properties. With x := (q, q̇) ∈ Rn, n = 2m,

ẋ(t) = 1 ·F0(x(t))+
1

M(t)

m

∑
i=1

ui(t)Fi(x(t)),

Ṁ(t) =−|u(t)|
where

F0(q, q̇) := q̇
∂

∂q
−∇V (q)

∂

∂ q̇
, Fi(q, q̇) :=

∂

∂ q̇i
, i = 1, . . . ,m.

Lemma. The Lie algebra generated by F0, F1, . . . ,Fm is everywhere of maximal rank.

=⇒ Controllability provided additional assumptions on the drift F0.



Circular restricted three body problem

Continuous vs. impulsive thrust. American and Russian studies of low thrust
missions (as opposed to chemical boosts) since the 60’s.

Controlled 2/3 BP. For mass ratio µ ∈ [0,1], consider

q̈(t) =−∇qVµ(t,q(t))+
εu(t)
M(t)

, |u(t)| ≤ 1,

Ṁ(t) =−|u(t)|
where (q ∈ R2 ' C)

Vµ(t,q) :=− 1−µ

|q+ µeit|
− µ

|q− (1−µ)eit|
·

Remark. 2BP controlled problem for µ = 0 (or 1): V0(t,q) =: V (q).

=⇒ Min. consumption: L1-minimization.



Circular restricted three body problem

Transfer between periodic orbits, low thrust.

– Deep Space 1 (NASA, 1998-2001)

– SMART1 (ESA, 2003-2006)

– Hayabusa (JAXA, 2003-2010)

– Dawn (NASA, 2007-2015)

– GOCE (ESA, 2009-2013)

– LISA Pathfinder (ESA & NASA, 2015-)

– BepiColombo (ESA & JAXA, 2016-)

...

→ Project with CNES (4-body model, averaging), 2013-2016.



Old (and less old) references

[1] Robbins, H. M. Optimality of intermediate-thrust arcs of rocket trajectories.
AIAA J. 6 (1965), no. 3, 1094–1098.

”Lawden’s spiral (...) is non optimal. Although optimal intermediate-thrust
arcs exist, they seem to be without practical significance because of the res-
trictive junction conditions.”

[2] Marchal, C. Chattering arcs and chattering controls. J. Optim. Theory Appl. 15
(1975), no. 5, 633–666.

[3] Zelikin, M. I.; Borisov, V. Theory of chattering control. Birkhäuser, 1994.

[4] Gergaud, J.; Haberkorn, T. Homotopy Method for minimum consumption orbit
transfer problem. ESAIM Control Optim. and Calc. Var. 12 (2006), no. 2, 294–
310.



Singularities of the characteristics

Pontrjagin maximum principle. If u is an L1-optimal control, ∃ Lipschitz
(p, pM) : [0, t f ]→ (R5)∗ such that a.e.

ẋ(t) =
∂H
∂ p

(x(t),M(t),u(t), p(t), pM(t)), Ṁ(t) =
∂H
∂ pM

(x(t),M(t),u(t), p(t), pM(t)),

ṗ(t) =−∂H
∂x

(x(t),M(t),u(t), p(t), pM(t)), ṗM(t) =−∂H
∂M

(x(t),M(t),u(t), p(t), pM(t))

and
H(x(t),M(t),u(t), p(t), pM(t)) = max

|v|≤1
H(x(t),M(t),v, p(t), pM(t))

where x = (q,v) and

H(x,M,u, p, pM) := pqv+ pv(−∇V (q)+
u
M

)− pM|u|.



Singularities of the characteristics

Reduction to a single-input system. Set ρ := |u|,

H = pqv− pv(∇V (q)+
u
M

)− pM|u| ≤ H0 +ρH1

with

H0(x,M, p, pM) := pqv− pv∇V (q), H1(x,M, p, pM) :=

√
p2

v1
+ p2

v2

M
− pM.

Along the optimum,
H = max

ρ∈[0,1]
H0 +ρH1 = H0 +(H1)+

=⇒ Two singularities: pv = (0,0) and H1 = 0 (codimension 2 and 1, resp.)

=⇒ Information encoded by the Poisson brackets of H0 and H1 (not a vector
field lift).



Singularities of the characteristics

π-singularities.

Lemma. For a fixed final time t f larger than the minimum time, there are no
abnormal extremals.

Prop. Zeros of pv are isolated and correspond to a discontinuity in the con-
trol angle (jump of angle π: u →−u).

Sketch of proof. Normality + maximum rank of {F1,F2, [F0,F1], [F0,F2]}.

Cor. Functions pv and H1 vanish simultaneously at most at one instant. Ac-
cordingly, (i) ρ = |u| is continuous and equal to 1 through any π-singularity, (ii) no
π-singularity along singular arcs.

Sketch of proof. Ḣ1(t±) =± |ṗv|
M (t), ṗv(t) 6= 0 (touch point).



Singularities of the characteristics

Regular switches.

Lemma. At points s.t. H01 6= 0, ρ switches from 0 to 1 (or conversely).

Sketch of proof. Ḣ1 = {H0 +ρH1,H1}= {H0,H1}.

Singular arcs.

Prop. (Robbins’1965) Singular arcs are of order at least two. In particular,
order two arcs are defined whenever pvq 6= 0.

Sketch of proof. Along a singular arc, H1 = H01 = 0. Moreover,

H101 =
H01

M
, H1001 =

H01

M2 ,

H10001 is equal to pvq up to some positive constant, and

H00001 +ρH10001 = 0.



Singularities of the characteristics

Fuller.

Lemma. No (non-saturating) junction of bang and singular arcs is possible.

=⇒ Fuller phenomenon (”chattering”): Accumulation of switchings points.

To specify the constant C, let us apply Pontryagin’s maximum principle [29] to the problem (1.1),
(1.2). Let (x(t), y(t)) be a solution to problem (1.1), (1.2) with the control u(t); then there exists a pair
(ψ1(t),ψ2(t)) of absolutely continuous functions and a number ψ0 ≥ 0 (nonzero simultaneously) such that
the following equations hold:

ψ̇1 = ψ0x, ẋ = y,
ψ̇2 = −ψ1, ẏ = u = sgnψ2.

(1.3)

Obviously, ψ0 ̸= 0, and we set ψ0 = 1. Optimal trajectories to the problem belong to the zero level surface
of the Hamiltonian, ψ1y + |ψ2|− 12x

2 = 0; therefore, we have ψ2 = 0 and ψ1y =
1
2x
2 at switching points.

Let us integrate system (1.3) with the initial data x0 = −Cy20, ψ2 = 0, ψ1 =
1
2C
2y30 for some y0 > 0.

We set u = −1 until the first instant of intersection with the switching surface ψ2 = 0 and then substitute
the determined values of x and y into the equation x = Cy2. This yields a polynomial equation for
the constant C. A straightforward calculation gives us that C0 is a solution to some explicit algebraic
equation and approximately equals 0.4446 . . . . The phase portrait for optimal trajectories is shown in
Fig. 1.1.
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x = Cy2

Fig. 1.1

The remarkable feature of optimal solutions to problem (1.1), (1.2) is the existence of a countable
number of switches that form a decreasing geometric progression. The switching instants also form a
decreasing geometric progression; this implies that the optimal process is arrested at the origin at a
finite instant T̂ after a countable number of switches. It follows that the optimal control is not piecewise
continuous in t: it has no limit as t→ T̂ − 0.

Fuller called the mode of infinitely increasing switches at finite time intervals the chattering mode.
Following Kupka [16], one uses the term Fuller’s phenomenon instead of the term “chattering” since the
latter is used also for denoting the sliding mode when the minimal value of the functional is approached at
a sequence of trajectories which does not tend to any admissible trajectory of the differential constraints.
Extremals with a countable number of switches at finite time intervals are called here the chattering
extremals.

Fuller’s phenomenon is found for control problems of space navigation, rigid body mechanics, robotics,
mathematical economics, and in other applications (see the works of Borshchevskii and Ioslovich [4],
Breakwell and Dixon [5], Zelikin and Borisov [3, 46, 47], Zelikin [38], Osipov and Formalskii [28], Manita
[19], Vashkov [35], Telesnin [33,34], Magaril-Il’yaev [18], etc.).

The idea of using a symmetry group like the Fuller group appeared to be very fruitful and was
applied to solving numerous control problems. In dimension 2, the symmetry allows us to obtain a
complete optimal synthesis. In higher dimensions, the homogeneity property allows us to find optimal
trajectories for some families of initial values only, e.g., for those in a two-dimensional submanifold of R3.

1230

Fuller, A. T. Absolute optimality of nonlinear control systems with integral-square error criterion. J. Electr. Control

17 (1964), 301-317.



Second order conditions

Fields of extremals. (i) Consider (for fixed t f )

ẋ(t) = f (x(t),u(t)), x(t) ∈ X , u(t) ∈U,∫ t f

0
f 0(x(t),u(t))dt → min

and assume that the maximized normal Hamiltonian is well defined and smooth:

h(x, p) := max
u∈U

H(x,u, p) = max
u∈U

− f 0(x,u)+ p f (x,u).

(ii) Let L ⊂ R×T ∗X be a submanifold on which hdt− pdx is exact.

Theorem. Assume that, for each t ∈ [0, t f ], Π : Lt → X , (x, p) 7→ x, is a dif-

feo.; then, any trajectory of
−→
h on T ∗X projects onto a trajectory in X optimal w.r.t.

all admissible trajectories with same endpoints.

Remark. Works locally by restricting X to some open nbd of a given trajectory
(C 0-local optimality).



Second order conditions

Bang arcs. Excluding π-singularities, the absence of conjugate point along the
whole arc is sufficient to devise locally a field of extremals (Sarychev’1982). In terms
of Jacobi field δ z = (δx,δ p),

δ ż(t) =
−→
h ′(z(t))δ z(t), δx(0) = δx(tc) = 0.

Singular arcs. Similar test, well known for order 1 singular arcs (Bonnard-
Kupka’1993): Consider

hs(x, p) := H(x,us(x, p), p), us(x, p) :=−H001

H101
(x, p)

with H101 > 0 (”hyperbolic case”) and appropriate additional constraints for the
linearized system. Second order singular: See Dixon & Breakwell (1971).

Remark. Generalized Legendre condition:

H10001 = (−1)q ∂

∂ρ

d2q

dt2q
∂H
∂ρ

∣∣∣∣
q=2

< 0, ρs :=−H00001

H10001
·



Second order conditions

Bang-bang arcs. Schättler’s approach for broken extremals: Include regular
switchings ti by

(i) conjugate point test on each (ti, ti+1)

(ii) transversality condition on switchings in (t,x)-space

Update formula for Jacobi fields includes a jump at regular switchings:

δ z(ti+) = (I +∆i)δ z(ti−), ∆i =
−→
H1H ′

1
H01

(z(ti)).

(H1 = (H0 +H1)−H0)

Remark. Optimality check not reducible to a finite dimensional problem: Conjugate
time at or between switching times.



Second order conditions

Conjugacy as fold singularity.

Smooth fold Broken fold

118 J. Noble, H. Schättler / J. Math. Anal. Appl. 269 (2002) 98–128

Fig. 1. Intersections of a flow of broken extremals.

We extend this construction to families of normal broken extremals. It is
clear from Theorem 3.2 that the restrictions of the flow to the sets Di = {(t,p):
ti+1(p) ! t ! ti (p), p ∈ W } will be a field of smooth extremals provided the ma-
trix (∂x/∂p)(t,p0) is nonsingular on [ti+1(p0), ti(p0)] andW is chosen as a suf-
ficiently small neighborhood of p0. However, this condition for each of the subin-
tervals is not sufficient to guarantee that we can imbed the reference trajectory
x(t,p0), tin(p0) ! t ! tf (p0), into a field of broken extremals, as the example in
Fig. 1 shows. Clearly, each of the restricted flows defines a field, but the compos-
ite flow does not because of the overlap near the switching surface. This is the
typical conjugate point behavior [26] as can also be seen near fold-singularities
for smooth families of parametrized extremals (see [27]). This behavior needs to
be excluded by appropriate transversality conditions.
Let E be a Cr -parametrized family of normal broken extremal lifts and

consider the parametrization T = {(t,p): t = τ (p), p ∈ W } of a switching
surface S near p0, S = {(t, x): t = τ (p), x = x(τ (p),p), p ∈ W }. Assume there
exists a continuously differentiable function ψ = ψ(t, x) so that S = {(t, x):
ψ(t, x) = 0}. Then the flow of the parametrized family of extremals crosses S
transversally if for all (t, x) ∈ S

ψt (t, x) +ψx(t, x)f (t, x,ui) > 0, i = 1,2, (3.1)

where u1 and u2 denote the controls prior to and after the switching. The positive
sign is chosen without loss of generality.

Definition 3.3. We say a Cr -parametrized family E of normal broken extremal
lifts has regular and transversal crossings at p0 if all switching surfaces Si =
{(t, x): t = ti(p), x = x(ti(p),p), p ∈ W } for i = 1, . . . ,m are imbedded co-
dimension 1 submanifolds and if the flow of extremals has regular crossings and
is transversal to the switching surfaces Si at (ti, xi) = (ti(p0), x(ti(p0),p0)).

Theorem 3.4. Let E be a Cr -parametrized family of normal broken extremal
lifts with codimension 1 terminal manifold N and suppose there exists a p0 ∈ P

Agrachev, A. A.; Sachkov, Y. L. (2004) Schättler, H.; Noble, J. (2002)



Second order conditions

Bang-bang arcs. Numerical results (2BP orbit transfer, 3D).
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I. Problem Formulation
Consider a spacecraft as a mass point, its dynamics in
two body problem at t 2 [0, t

f

] is

ṙ = v, v̇ = � µ

|r|3 r +
u

m
(1)

where r 2 R3 and v 2 R3 denote its position and ve-
locity, respectively, in geocentric Cartesian coordinate,
µ is a constant and | · | the Euclidian norm, m the mass
regarded as a constant, u 2 R3 the control, and the
admissible control set is

U = {u 2 R3 : |u|  T
max

}.

Controllability For any positive T
max

, the system, E-
q. (1), is controllable in the elliptic domain E = {(r, v) 2
R3 ⇥ R3 : |v|2/2� µ/|r| < 0, |r ⇥ v| > 0}, see [1].

The fuel-optimal orbital transfer problem is
to thrust the spacecraft from an initial condition
(r(0), v(0)) 2 E to a final condition (r(t

f

), v(t
f

)) 2 E ,
while minimizing the fuel consumption equivalent to
minimizing J =

R
tf

0 |u|dt.

Existence Let t
m

be the minimum transfer time, if t
f

�
t
m

, there exists at least one fuel-optimal solution in E ,
see [2]. Figure 1: Geocentric Initial

Cartesian Coordinate System.

II. Hamiltonian System
Let " = |u|/T

max

and ! = u/|u|, then by introducing the adjoint row
vectors, pr 2 R3 and pv 2 R3, we obtain that the

Hamiltonian is

H = p

r

· v � µ(p
v

· r)/|r|3 + "T
max

(p
v

· !)/m� "T
max

=: H0 + "H1.

Canonical equations are

(ṗr, ṗv) = � @H

@(r, v)
and (ṙ, v̇) =

@H

@(pr, pv)
.

Maximum Condition is

max
u2U

H(x̄, p̄, u) = H(x̄, p̄, ū), with x = (r, v), p = (pr, pv),

which implies that !

⇤ = pv/|pv|, if |pv| 6= 0, and " =

(
1 if S > 0,

0 if S < 0,
and

0  "  1 for S ⌘ 0. The singular value of " can be obtained by repeatedly

differentiating the identity S ⌘ 0 until " explicitly appears. For the two-
body problem, the singular arc is of order 2, thus the " first appears in the
fourth differentiation, i.e., d4S/dt4 = ↵" + �. Using the Poisson bracket,
we have ↵ = H10001 and � = H00001.

Singular Arcs The Kelley’s second order necessary condition for optimal
singular arcs is ↵  0, which is equivalent to pv · r  0, see [3]. For a
sufficient short time, and for fixed initial and final condition, the singular
arcs is locally minimizing if the strict Kelley’s condition is satisfied, i.e.,
↵ < 0, see [4].

Chattering Arcs If a singular arc of even order is required to join with
a nonsingular arc, then the last one is to contain an infinite number of
switches of " and the switching points accumulate at the junction, see [3].
Local optimality in a short time of such chattering control for appropriate
boundary manifolds is proven in [5] for the two-body problem.

III. Sufficient Optimality Conditions and Conjugate Points
In this work, we focus on the pure bang-bang extremals. Denote by ⌧

i

(⌧
i

< ⌧
i+1) the ith

switching time of a bang-bang extremal (x(t), p(t)) over [0, t
f

], then according to extremal
field approach developed in [6], we have the following sufficient conditions:

A bang-bang extremal is locally optimal if and only if the following two conditions hold:

1) the matrix @x/@p0, where p0 is the initial value of p, is non-singular on each open
subinterval (⌧

i�1, ⌧i

); and

2) the trajectory x(t) crosses the switching surface S = {(r, v) 2 R3⇥R3 : S(t, p0) = 0}
tranversally.

Accordingly, Conjugate points may occur either when the matrix @x/@p0 becomes singu-
lar between switching points OR when the transversality condition is violated at switching
points.
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Figure 2: Control’s structure with time extending to 3 times

of tf .

IV. Numerical Tests for Conjugate Points
The matrix @x/@p0 can be obtained by numerically integrating
the linearized Hamiltonian vector, see [5]. However, the Jaco-
bian field is discontinuous at switching points, the equations for
updating Jacobian field at each switching points are

@x

i+1

@p0

=
@x

i

@p0

+(ẋ
i+1�ẋ

i

)
@S

@p0

,
@p

i+1

@p0

=
@p

i

@p0

+(ṗ
i+1�ṗ

i

)
@S

@p0

,

Now, all quantities necessary for computing the Jacobian field
Figure 3: 3D trajectory with time

extending to 3 times of tf .

Figure 4: Minimum svd with time ex-

tending to 3 times of tf .

are obtained. The essential 3D trajectory with time ex-
tending to 3 times of t

f

is illustrated in Fig. 3, and Fig.
2 is the relevant switching structure. Using the trajecto-
ry as the reference one, the matrix @x/@p0 is computed.
Fig. 3 illustrates the minimum singular value decomposi-
tion (svd) of the matrix @x/@p0 along reference extremal,
which shows that no conjugate points are detected on the
trajectory and that the result is in agreement with the one
obtained by regularized method developed in [7].
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Second order conditions

Bang-bang arcs. Numerical results (2BP orbit transfer, 3D).



Second order conditions

Bang-bang arcs. Numerical results (2BP orbit transfer, 3D).



Second order conditions

Chattering.

Prop. (Zelikin’1994) Singular arcs are C 0-locally optimal in short time pro-
vided pvq < 0 (inward pointing control). The local synthesis is given by the
concatenation of chattering entering the singular arc, singular arc, chattering exiting
the singular arc.

Perspectives.

– L1-minimization (dim ∞): Zero and singular arcs

– Conjugate points at or between switching points

– Result extends to time dependent potential V (t,q) (3BP, see Zelikin &
Borisov’2003)

– Chattering: Physical significance? Complete optimality analysis? Approximation
(BV regularization, Ghezzi’2014)?
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