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$■ \Omega \subset \mathbb{R}^{N}\left(\Omega=\mathbb{R}^{N}\right)$, feasible set for $\mathbf{x}:(0, T) \rightarrow \Omega$;
■ $K \subset \mathbb{R}^{m}$, feasible set for the control $\mathbf{u}:(0, T) \rightarrow K$;
- $\mathrm{x}_{0} \in \mathbb{R}^{N}$, initial state;

■ $F: \Omega \times K \rightarrow \mathbb{R}$, density for cost functional, $g: \Omega \rightarrow \mathbb{R}$, contribution depending on the final state;
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## IMPORTANT GOAL
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Main difficulties: computation of $H$, and approximation of a fully non-linear PDE.
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Basic idea: $\quad \mathbf{x}^{\prime}(s)=\mathbf{v}(s, \mathbf{x}(s))$ in $(t, T), \quad \mathbf{x}(t)=\mathbf{y}$,
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Play, formally, with optimality conditions

$$
\begin{gathered}
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2 if integral $<0$ for a particular $\mathbf{U}$, then descent direction.

## Conclusion and reinterpretation (more formal)

Write costate $\mathbf{p}(t)$ in feedback form $\mathbf{p}(t)=\mathbf{p}(t, \mathbf{x}(t))$, so that

$$
\mathbf{p}^{\prime}(t)=\mathbf{p}_{t}(t, \mathbf{x})+\nabla \mathbf{p}(t, \mathbf{x}) \mathbf{x}^{\prime}=\mathbf{p}_{t}(t, \mathbf{x})+\nabla \mathbf{p}(t, \mathbf{x}) \mathbf{f}(\mathbf{x}, \mathbf{u}(t, \mathbf{x}))
$$
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## Conclusion and reinterpretation (more formal)

Equation for costate $\mathbf{p}(t, \mathbf{x})$ in $(0, T) \times \mathbb{R}^{N}: \mathbf{p}(T, \mathbf{x})=0$

$$
\begin{gathered}
\mathbf{p}_{t}(t, \mathbf{x})+\nabla \mathbf{p}(t, \mathbf{x}) \mathbf{f}(\mathbf{x}, \mathbf{u}(t, \mathbf{x})) \\
+\mathbf{p}(t, \mathbf{x})\left[\mathbf{f}_{\mathbf{x}}(\mathbf{x}, \mathbf{u}(t, \mathbf{x}))+\mathbf{f}_{\mathbf{u}}(\mathbf{x}, \mathbf{u}(t, \mathbf{x})) \nabla \mathbf{u}(t, \mathbf{x})\right] \\
=F_{\mathbf{x}}(\mathbf{x}, \mathbf{u}(t, \mathbf{x}))+F_{\mathbf{u}}(\mathbf{x}, \mathbf{u}(t, \mathbf{x})) \nabla \mathbf{u}(t, \mathbf{x}) .
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## RESULT

Start with $\mathbf{u}(t, \mathbf{x})$, compute costate $\mathbf{p}(t, \mathbf{x})$ :

$$
\begin{aligned}
& \mathbf{p}_{t}(t, \mathbf{x})+\nabla \mathbf{p}(t, \mathbf{x}) \mathbf{f}(\mathbf{x}, \mathbf{u}(t, \mathbf{x}))+\mathbf{p}(t, \mathbf{x}) \nabla_{\mathbf{x}}[\mathbf{f}(\mathbf{x}, \mathbf{u}(t, \mathbf{x}))] \\
& \quad=\nabla_{\mathbf{x}}[F(\mathbf{x}, \mathbf{u}(t, \mathbf{x}))] \text { in }(0, T) \times \mathbb{R}^{N}, \quad \mathbf{p}(T, \mathbf{x}) \equiv 0
\end{aligned}
$$

If $F_{\mathbf{u}}(\mathbf{x}, \mathbf{u}(t, \mathbf{x}))-\mathbf{p}(t, \mathbf{x}) \mathbf{f}_{\mathbf{u}}(\mathbf{x}, \mathbf{u}(t, \mathbf{x}))=0$, then $\mathbf{u}(t, \mathbf{x})=\mathbf{U}(t, \mathbf{x})$ is an equilibrium mapping for the feedback problem.
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\end{aligned}
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## Descent direction at u

Start with $\mathbf{u}$; compute costate $\mathbf{p}$; solve the problem

$$
-\Delta \mathbf{U}(t, \mathbf{x})+\nabla I(\mathbf{u})(t, \mathbf{x})=0 \text { in } \mathbb{R}^{N}
$$

for every $t \in[0, T] . \mathbf{U}(t, \mathbf{x})$ is a descent direction for $\mathbf{u}$ in an average sense: for every $t$,

$$
\int_{\mathbb{R}^{N}} \nabla I(\mathbf{u})(t, \mathbf{x}) \mathbf{U}(t, \mathbf{x}) d \mathbf{x}\left(=-\int_{\mathbb{R}^{N}}|\nabla \mathbf{U}|^{2} d \mathbf{x}\right)<0
$$
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## Numerical scheme

1 Initialization. Take any initial $\mathbf{u}_{0}(t, \mathbf{x}) \in K$.
2 Iterate until convergence: if $\mathbf{u}_{j}(t, \mathbf{x})$ is known, then
1 Compute the costate $\mathbf{p}_{j}(t, \mathbf{x})$ by solving the corresponding linear, first-order PDE system for $\mathbf{u}=\mathbf{u}_{j}$
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under the terminal time condition $\mathbf{p}(T, \mathbf{x})=\nabla g(\mathbf{x})$.
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3 Solve the obstacle problem: Minimize in $\mathbf{U}(t, \mathbf{x}) \in K$ :
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\int_{\mathbb{R}^{N}}\left(\frac{1}{2}\left|\nabla \mathbf{U}(t, \mathbf{x})-\nabla \mathbf{u}_{j}(t, \mathbf{x})\right|^{2}+\nabla I\left(\mathbf{u}_{j}\right)(t, \mathbf{x})\left(\mathbf{U}(t, \mathbf{x})-\mathbf{u}_{j}(t, \mathbf{x})\right)\right) d x
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## Numerical scheme

1 Initialization. Take any initial $\mathbf{u}_{0}(t, \mathbf{x}) \in K$.
2 Iterate until convergence: if $\mathbf{u}_{j}(t, \mathbf{x})$ is known, then
1 Compute the costate $\mathbf{p}_{j}(t, \mathbf{x})$ by solving the corresponding linear, first-order PDE system for $\mathbf{u}=\mathbf{u}_{j}$

$$
\mathbf{p}_{t}+\nabla \mathbf{p} \mathbf{f}(\mathbf{x}, \mathbf{u})+\mathbf{p} \nabla_{\mathbf{x}}[\mathbf{f}(\mathbf{x}, \mathbf{u}(t, \mathbf{x}))]=\nabla_{\mathbf{x}}[F(\mathbf{x}, \mathbf{u}(t, \mathbf{x}))] \text { in }(0, T) \times \mathbb{R}^{N},
$$

under the terminal time condition $\mathbf{p}(T, \mathbf{x})=\nabla g(\mathbf{x})$.
2 Set $\nabla I\left(\mathbf{u}_{j}\right)(t, \mathbf{x})=F_{\mathbf{u}}\left(\mathbf{x}, \mathbf{u}_{j}(t, \mathbf{x})\right)-\mathbf{p}_{j}(t, \mathbf{x}) \mathbf{f}_{\mathbf{u}}\left(\mathbf{x}, \mathbf{u}_{j}(t, \mathbf{x})\right)$.
3 Solve the obstacle problem: Minimize in $\mathbf{U}(t, \mathbf{x}) \in K$ :

$$
\int_{\mathbb{R}^{N}}\left(\frac{1}{2}\left|\nabla \mathbf{U}(t, \mathbf{x})-\nabla \mathbf{u}_{j}(t, \mathbf{x})\right|^{2}+\nabla I\left(\mathbf{u}_{j}\right)(t, \mathbf{x})\left(\mathbf{U}(t, \mathbf{x})-\mathbf{u}_{j}(t, \mathbf{x})\right)\right) d x
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to determine the optimal solution $\mathbf{U}_{j}(t, \mathbf{x})$.
4 Update $\mathbf{u}_{j}$ to $\mathbf{u}_{j}+\epsilon \mathbf{U}_{j}$ for some small $\epsilon$.

## An LQR example (R. Font)
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Explicit feedback map:
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## An LQR example (R. Font)

$$
I(u)=\frac{1}{2} \int_{0}^{T}\left(x(t)^{2}+u(t)^{2}\right) d t, \quad x^{\prime}(t)=-x(t)+u(t)
$$

Explicit feedback map:

$$
\begin{aligned}
& u(t, x)=\frac{1-\sqrt{2}+\exp (a)+\sqrt{2} \exp (a)}{1+\exp (a)} x \\
& a=2 \sqrt{2}\left(t-\frac{\sqrt{2} T-\log (-1+\sqrt{2})}{\sqrt{2}}\right)
\end{aligned}
$$

Iterative procedure
1 the linear, first-order PDE:

$$
p_{t}+(u-x) p_{x}+\left(u_{x}-1\right) p=x+u u_{x} \text { in }(0, T) \times \mathbb{R}, p(T, x)=0
$$

2 the elliptic problem, for each time slice,

$$
-U_{x x}+u-p=0 \text { in } \mathbb{R}
$$

## Numerical results

| $\varepsilon$ | iter | $\left\|I-I_{\varepsilon}\right\|$ | $\left\\|u-u_{\varepsilon}\right\\|_{\infty}$ | $\left\\|x-x_{\varepsilon}\right\\|_{\infty}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.001 | 946 | $2.1876 \cdot 10^{-8}$ | $9.7579 \cdot 10^{-4}$ | $2.0496 \cdot 10^{-4}$ |
| 0.01 | 289 | $1.8454 \cdot 10^{-7}$ | 0.0015 | $1.9809 \cdot 10^{-4}$ |
| 0.1 | 51 | $1.0072 \cdot 10^{-5}$ | 0.0052 | 0.0014 |
| 0.2 | 17 | $1.4742 \cdot 10^{-4}$ | 0.0365 | 0.005 |
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## Restrictions on the control

$$
I(u)=\int_{0}^{T}\left(x(t)^{2}+u(t)^{2}\right) d t, \quad x^{\prime}=u, \quad|u(t)| \leq 0.6
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## Restrictions on the control

$$
I(u)=\int_{0}^{T}\left(x(t)^{2}+u(t)^{2}\right) d t, \quad x^{\prime}=u, \quad|u(t)| \leq 0.6 .
$$

## Iterative procedure

1 the first-order PDE

$$
p_{t}+u p_{x}+u_{x} p=2\left(x+u u_{x}\right) \text { in }(0, T) \times \mathbb{R}, \quad p(T, x)=0
$$

2 the obstacle problem: minimize (for each fixed $t$ ) in $U(t, x) \in K$

$$
\int_{\mathbb{R}}\left(\frac{1}{2}|\nabla U-\nabla u|^{2}+\nabla I(u)(U-u)\right) d x
$$

with $K=[-0.6,0.6]$ and $\nabla I(u)=2 u-p$.

## Numerical results
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## Two-dimensional situation

$$
\begin{aligned}
& I(u)=\int_{0}^{\infty}\left(\frac{1}{2}\left(x_{1}(t)^{2}+x_{2}(t)^{2}\right)+u_{1}(t)^{2}+u_{2}(t)^{2}\right) d t \\
& \left\{\begin{array}{l}
\dot{x}_{1}(t)= \\
\dot{x}_{1}(t)=x_{1}(t)^{3}+x_{2}(t)+u_{1}(t) \\
\dot{x}_{1}(t)+x_{1}(t)^{2} x_{2}(t)-x_{2}(t)+u_{2}(t)
\end{array}\right.
\end{aligned}
$$
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$$
\begin{aligned}
I(u)= & \frac{1}{2} \int_{0}^{\infty}\left(x_{1}(t)^{2}+x_{2}(t)^{2}+u(t)^{2}\right) d t \\
& \left\{\begin{array}{l}
\dot{x}_{1}(t)=x_{2}(t) \\
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## Final example

$$
\begin{aligned}
I(u)= & \frac{1}{2} \int_{0}^{\infty}\left(x_{1}(t)^{2}+x_{2}(t)^{2}+u(t)^{2}\right) d t \\
& \left\{\begin{array}{l}
\dot{x}_{1}(t)= \\
\dot{x}_{2}(t)= \\
x_{2}(t) \\
\dot{x}_{1}(t)^{3}+u(t)
\end{array}\right.
\end{aligned}
$$



## Comparison





